2024 |IEEE International Conference on Robotics and Automation (ICRA 2024)

May 13-17, 2024. Yokohama, Japan
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Abstract— While reinforcement learning (RL) attracts
increasing research attention, maximizing the return while
keeping the agent safe at the same time remains an open
problem. Motivated to address this challenge, this work
proposes a new Fast and Safe Policy Optimization (FSPO)
algorithm, which consists of three steps: the first step involves
reward improvement update, the second step projects the
policy to the neighborhood of the baseline policy to accelerate
the optimization process, and the third step addresses the
constraint violation by projecting the policy back onto the
constraint set. Such a projection-based optimization can
improve the convergence and learning performance. Unlike
many existing works that require convex approximations for
the objectives and constraints, this work exploits a first-
order method to avoid expensive computations and high
dimensional issues, enabling fast and safe policy optimization,
especially for challenging tasks. Numerical simulation and
physical experiments demonstrate that FSPO outperforms
existing methods in terms of safety guarantees and task
completion rate.

I. INTRODUCTION

Deep reinforcement learning (RL) has shown great
potentials in many fields, such as e-sports games, self-driving
cars. When deploying deep RL in practice, achieving the goal
while keeping the agent safe is of great importance. That
is, the agent needs to maximize the reward collection while
satisfying a set of safety constraints. However, most existing
works are either not robust enough [1]-[3] or converge
slowly [4] when facing challenging tasks with complex safety
requirements. Therefore, this work is motivated to develop a
fast and safe policy optimization method.

To keep the agent safe, certificate functions have been
widely used. As a common certificate function, control
barrier function (CBF) ensures the forward invariance of a
safe set [5]-[8]. However, such methods have to rely on prior
knowledge of the system models and in most cases, limiting
its applications. To overcome this issue, recent works exploit
barrier certificates which can be learned from collected data.
For instance, the work of [9] learns workspace constraints
from human demonstrations and generates robot trajectories
satisfying the learned constraints. However, these methods
still lack safety guarantees. An optimization-based approach
was developed in [10] to learn control barrier functions from
expert trajectories with provable safety. The work of [11]
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replaces the QP controller with a neural network and jointly
learns the CBF and controller. These methods still require
a lot of effort and high-quality sampling data to train the
parameters to learn a qualified CBF.

Constrained Markov decision process (CMDP) is another
common approach for safe RL [12]-[14]. Based on the
idea of trust region policy optimization (TRPO) [15],
the constrained policy optimization (CPO) was developed
to guarantee safe exploration [1]. In [2], the projection-
based constrained policy optimization (PCPO) replaced the
line search of CPO with the projection to improve the
convergence. Based on PCPO, the safe policy adaptation
with constrained exploration (SPACE) was developed in
[16], which uses a baseline policy to further accelerate
the learning process. However, these methods all involve
convex approximation of non-convex objectives and safe
constraints via Taylor approximation, which can lead to
poor performance. In addition, these methods require a
high-dimensional Fisher information matrix, which increases
the computational burden. Instead of convex approximation,
the first order constrained optimization in policy space
(FOCOPS) [17] exploits the idea of projection, updates
the policy in the non-parametric policy space, and then
projects it back into the parametric policy space. However, it
heavily depends on the current optimal policy. An alternative
to address CMDP is the Lagrangian method [18]-[20],
which uses the primal-dual method and incorporates the
constraint as a penalty signal by multiplying adaptive penalty
coefficients. A novel multi-timescale constrained actor-critic
approach, namely Reward Constrained Policy Optimization
(RCPO), was developed in [4], in which the actor, the critic,
and the Lagrangian multiplier share different learning rates.
In [3], the cumulative discount cost was reformulated in a
maximum form. However, these methods are limited by low
convergence rates.

To deal with tasks with complex task objectives and safety
constraints, linear temporal logic (LTL) has been used with
RL [21]-[24]. For instance, an automata-inspired structure,
namely reward machine, was developed in [25] to accelerate
the RL training. However, safety was not considered in [25].
In [26], [27], CBF was incorporated with temporal logic-
guided RL to satisfy the safety constraints and complex
task constraints during exploration. However, the CBF was
designed by hand, requiring prior knowledge of the system.

In this work, we propose a novel Fast and Safe Policy
Optimization (FSPO) algorithm. Unlike the classical CPO
[1], our approach is based on the primal-dual method
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with a first-order optimizer, which requires neither convex
approximation of the objective and constraints, nor the
Fisher information matrix. As a result, our approach requires
less computational resources. In particular, to improve the
convergence while ensuring policy safety, we consider
three steps. We first maximize the expected reward, then
project the policy to the region around the baseline policy
to accelerate the training process, and finally perform a
projection onto the safe sets. In addition, to deal with
complex tasks, we also encode the task as a linear temporal
logic (LTL) formula and use a reward machine to further
accelerate the reward learning process.

The contributions are summarized as follows. The
proposed FSPO does not require the convex approximation
and Fisher information matrix, and thus is less computational
resource demanding. The developed three-step projection
optimization method can speed up the training process
while keeping the policy safe. We further incorporate reward
machines into FSPO to accelerate the learning process and
handle complex tasks with temporal and logical constraints.
Numerical and experimental studies demonstrate that FSPO
outperforms most state-of-the-art baselines, especially for
complex tasks.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Safe Reinforcement Learning

Safe reinforcement learning problem are usually
formulated as constrained Markov Decision Process
(CMDP) [12], which is a tuple (S, A, T, R,C), where S is
the set of states, A is the set of actions, 7 : Sx AxS +— [0,1]
is the transition probability, R : S x A — R is the reward
function, and C : S x A — R is the cost function. Let
m(als) with s € S and a € A denote a policy. That is, given
a state s, an action « is selected according to 7(a|s) and the
state transits from s to s’ according to the state transition
model 7 (s'|s,a). A reward R(s,a) and cost C(s,a) can
then be received, respectively.

The goal is to find a policy which maximizes
the cumulative discounted reward JB(7) =
Ern YooV R (st,a;)] while keeping the cumulative
discounted cost below h¢ to satisfy the constraints, i.e.,
JC(W) =E;nx [Z?io Vtc (St>at)] < hc where v € (07 1)
denotes the discount factor, 7 = (sg, ag, 1, - - ) denotes the
trajectory , and 7~ is a trajectory induced by 7 satisfying
T Sg ~ pyap ~ (agst), ser1 ~ T(s¢r1]st, ar), where p
is the initial state distribution.

We define the reward advantage function as
AR(s,a) = QF(s,a) — V[(s), where QF(s,a) =
Eror D ooV R(st,at) | S0 =s,a0 =a] is the expected
reward following policy 7 starting from state s and action
a, and VI(s) = Erux[X gV R(st,ar) ]| s0 =15
is the expected reward from state s under policy

m. Similarly, we can define the cost advantage
function AY(s,a) = QY(s,a) VE(s), where
Qg(sva) = Ern [Zzo ’th (Stv at) | 50 = S,40 = a]

and V,E(s) = Err [Doreo V' C (st ar) | so =] .

Let P(s = s¢|m) denote the state distribution at time ¢
under policy m. The discounted state distribution induced
by mis d™(s) = (1 — ) > 2o me(s | m). Then the
performance difference between two policies m and 7’ can
be compactly expressed as [28]

1
JE (') = JR(r) = m1EMW [AR(s,0)]. (D
Similarly, we have
1
JC (') — J%(7) = mESNM [AS(s,0)]. (@

The policy can be safely learned by [1]:

a1 =argmax B [AF (s, )]
anvT

1
. JC —
s (mx) + T el

a~T

(A4S (s,a)] <hC i B)

DKL (7T||7Tk) S 5

where Dy, is the KL-divergence between two policies, h®¢
is cost threshold.

B. Linear Temporal Logic and LDBA

Linear Temporal Logic (LTL) has been widely used in
describe complex tasks. Detailed descriptions of the syntax
and semantics of LTL can be found in [29].

Definition 3.1 An limit-deterministic Biichi automata
(LDBA) [30] is a tuple A = (Q, %, 0, qo, F'), where @ is a
finite set of states, X is a finite alphabet, § : Q@ x (XU{e}) —
2% isa (partial) transition function, gg € @ is an initial state,
and F is a set of accepting states.

C. Problem Statement

Given a safe reinforcement learning problem formulated
in (3), we denote by 7 a baseline policy (i.e., a pre-trained
policy that can be obtained by any reinforcement algorithm).
The distance between 7(s) and 7 (s) can be measured by
KL-divergence as D(s) = Dxr, (7(s)||wp(s)). Similarly, we
can define JP(7) = E,r > 7207 D (s¢)] and

JP (7" = JP (1) = ﬁEMW, [AP(s,a)]. @
Using the reward machine and KL-divergence between the
learning policy and baseline policy, the training process can
be improved since more information is utilized. Hence, the
goal is to solve the following optimization problem:

[Afk (s, a)}

T+l —arg max E
+ & m€llg s~d™k
an~T

1
s.t. JC (m) + T—.E. [Agk(s,a)] <h® Vi
A (5)

a~T
1

D D C .
JY (7)) + :SN]ZDM [AD (s,a)] <h® Vi

DKL (7T||7Tk) < 4.

where R’ is the reward function generated by the reward
machine, which will be defined in the following section.
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Algorithm 1 FSPO

1: procedure INPUT: (An initial policy mo = 7 (- | O9), the initial
Lagrangian coefficient po and v, a baseline policy 7g and a
trajectory buffer 13)

Output: the optimal policy 0*

2: while Reward A® and cost J not converged do

3: for each k=0,1,2... do

4 Sample a set of trajectories D = 7 ~ 7, = 7(6g)

5: Run Reward Improvement Step by (6) or (7) to
obtain T,

6: PI'OJeCt the o, 1 to baseline policy mp neighbor
set by (10), (11) and (12) to obtain o, .

7: update vy by (18) or (20) b

8: Project the 70, . to constrain set by (15), (16) and

3

(17) to obtain g, ,
9: update px by (19) or (21)
obtain 0x41, vx and p, Use mg, , in the environment to
get new samples

III. FAST AND SAFE POLICY OPTIMIZATION
A. Approach Overview

Inspired by [16], we use three steps to facilitate the
training of the policy, i.e., the reward improvement step, the
divergence projection step, and the constraints projection step
to solve the optimization problem in (5). CPO [1] can ensure
the safety of policy without error occurred. However, in the
event of an error, the projection can effectively resolve it, as
shown in Fig. 1. To avoid residual errors due to the convex
approximation, our approach is based on the dual methods.
Unlike existing methods such as RCPO [4] that uses dual
methods to mix the constraint and the reward, in this work
the dual method is used after policy optimization.

As outlined in Alg. 1, 7y is an initial policy to be updated
and 7p is a pre-trained baseline policy that can be obtained
by any trust region based reinforcement algorithm such as
PPO [31], CPO [1] and RCPO [4]. For each £ = 0,1, ...,
after sampling trajectories, we first maximize the reward in
the trust region by (6) or (7) to get T, 1 in line 5. Then, to

)
accelerate the learning process, we prOJect o, 1

region around 7p using (10), (11) and (12) to obtaln o, ,
The Lagrangian coefficients vy can be update by (18) or (19)
Finally, to satisfy the safety constraints, we project T, » tO
the constrain set by (15), (16) and (17), update u by 219)
or (21), and output 7y, , , at last.

onto the

B. Three Optimization Steps

As illustrated in Fig. 1, our approach consists of three
optimization steps.

Reward Improvement Step: inspired by the reward
improvement method in TRPO [15] and PPO [31], we first
maximize the reward advantage function AF(s,a) with the
constraint of Kullback_Leibler (KL) divergence to perform
a stable policy update. There are two ways in this step:

7T9k+% = arg ﬂr;leaxe {Eswd ( ),a~7r9(-|8) [Afek (S, a)]

s
o o Ok
g 1
ks
s
O+2 2
O Safe set
T
T g41

Fig. 1: Three optimization steps of FSPO when 7y, don’t satisfy
the constraint

—a \/Eswdw [K L(r, , m0)[s]]}- (6)

or update like PPO with clip as

T ~ arg max < E,. Y.arg (-
0k+% gﬂ'eene{ s dﬂek(),a 7o (+]s)

. Uy (at \ St) R
ToAAe 15t 4
min (22 G A, s

clip (”mt'st) 1-¢1 +5) AR (st,at)> } o
O, (at ‘ st) %k

Both ways can yield the reward improvement over the
neighborhood of the origin policy.

Divergence Projection Step: to accelerate the training
process, we leverage the baseline policy mp and project
T, 1 onto the region around 7p. The distance between

3

o and 7y is minimized using a distance measure D as

k+d

0,2 :argwlglelﬁlgD(We,ﬂek+%) (®)

1
s.t. JP(mg, ) + ﬁEmd

D
1-— 0y (+),a~mo(:|s) [Aﬂ'sk (8,@)]

+5k \/Eswd,rgk [Dxcr(7a,, 7o) [s]] < hP. )

To avoid the convex approximation like CPO and PCPO, the
primal-dual approach is developed as

(7T9k+27vk+1) — argwglellr‘lle I}jlg()](LD(ﬂ'g,ng70k+ )7 (10)
Lp(mg,ma,,041) = Dicr(me, , ,70) + viD(m, ma,).
3

Y

The divergence constraint function is

ﬁ(ﬂ'@,ﬂ'gk) =JP +

D
SNde(-),awe(.|s)Aﬂ9k (s¢,at)

+61\[Bandy,, [Drcr(momo)lsl] = hP. (12)

Constrain projection Step: To ensure policy safety, we
project g, 2 onto the safe constrain set in this step. Similar

to the last step, the distance between o, ., and 7y is
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(=W V =F,rp)

Fig. 2: (a) The simulation environment. (b) The reward machine.

minimized as

To,., = arg min D(mg, Ty (13)

o Ellg k+%)

1
s.t. Jc(ﬂ'gk) + ﬁE‘gNd,rgk (~),a~7rg(~|s)[A76r;k (8, a)]

1k B, [Drci(mo,mo)ls]] <h (14)

Then we solve the following problem
(761 s Mht1) = arg min ma()){f)c(ﬂg,ﬂgk,ek+§), (15)

mo€lly p>

Le(mg, o, 5 0py2) = Dicr(mo 76) + uxC (7o, Ta, )

(16)

k+27

The safety constraint function is

C(’/Tg, ’/Tgk) = JC + . EsNd‘”ek (~),a~ﬂe(~|8)A7€gk_ (St, at)

-7
c
+1k \/Ewd,ek [Dkr(mg,, mo)[s]] — h™.

As for the coefficient v and pu, there are two ways to update:

(18)

A7)

Vi1 = vk +m(JP = hp) .,

prsr = e+ 0 (JC = o) s (19)

or treat them as parameters of the neural network with the
loss functions

= —vx nl,(JD — hp),

L, (20)
L, = —p*n,(J¢ = he).

2y

C. Reward Machine

When encountering more challenging tasks (e.g., long-
horizon tasks with complex temporal and logic constraints),
we encode the task as a linear temporal logic (LTL) formula.
Then, we build a reward machine [25] based on the LTL
formula to facilitate agent learning.

Definition 3.1 (Reward Machine). Given a tuple
(S, A, P,L) where S is a finite set of environment states, A
is a set of actions, P is a finite set of propositional symbols,
and L is a labeling function: L : S x A x S — 2F. A
reward machine (RM) is a tuple (@, g0, X, R, 6, p) where Q
is a finite set of automata states, gy € @ is the initial state,

¥ = 2% is the input alphabet, and R is a finite set where
each R: S x Ax S — Rin R is a reward function.

Example 1. Consider a robot tasked to deliver the
water and food to the people, and then pick up
the books and send them to the people, as shown
in Fig. 2. Such a task can be written in an LTL
formula as ((—start)Ubooks) A ((—books)Ustart) A
((mstart)U(water A food)) N (O(water A food)). A
reward machine can be defined over a set of propositional
symbols P = {water, food, books, start}, where o € P
occurs when the agent is at location o. The states of reward
machine is Q = {qo,q1, 42, ¢3, 4} and the reward function
set is R = {rg,r1,72,73,74} as shown in Fig. 2. The ¢
means the agent haven’t got the water and food, and thus
the reward is a negative value rq. If the agent has obtained
the water and food, the state of reward machine comes to
q1 and the reward of this transition is ;. Now the robot
needs to send the water and food back to the people. If
the agent hasn’t go back to S, no matter where it goes, it
always stays in state ¢; and gets the negative reward 7.
Once it reaches S, the positive reward r is received, and
the RM state comes to ¢». Similarly, only if the agent gets
the books, the state can be transited to g3. The agent then
gets the reward r3 and goes back to the people with state
transiting to g4 to complete the whole task. Otherwise it
can only get a negative reward ry and stay in g3 or g4.

IV. EXPERIMENT

In this section, our method is evaluated against recent
representative methods. Particularly, we investigate 1) the
policy performance: whether our method improves the
performance of learned policy in terms of reward collection
and convergence; 2) the safety guarantee: whether our
method outperforms previous methods in terms of safety
guarantee in both training and deployment stages; 3) the task
completion: whether our method can complete the tasks.

A. Experiment Setup

1) Environments: To verify the advantages of our method
in different environments, we consider two cases. Case 1
is a relatively simple environment with three obstacles as
shown in Fig. 3(a)-(b). The LTL task is ((—area,)Uarea) A
(Oareay), which requires the robot to first reach the blue
area and then the yellow area. Case 2 is a more challenging
environment as shown in Fig. 3(d)-(e), which requires the
agent to reach area b, y, and g sequentially, while avoiding
the obstacles. Such a task can be written in LTL as
((mareag)Uareay) A ((—areay)Uareay) A (Qareay).

The reward machines for the above two cases are shown
in Fig. 3(c) and Fig. 3(f), respectively. In the experiment,
we set 79 = —1, r; = ro = 20, and r3 = 100. The agent
is rewarded based on the accomplishment of subtasks, and
punished if no progress is made. The cost is designed as

o [ T A duge,
50, if d < deage,

7429



(=b A=y, 1o)

Fig. 3: The top row indicates Case 1 and the bottom row
indicates Case 2. (a) The simple environment in simulation. (b)
The corresponding physical environment. (c) The reward machine.
(d) The challenging environment with more obstacles. (e) The
corresponding physical environment. (f) The reward machine.

which indicates that, the closer the agent to the obstacle, the
greater the cost it will get. If it collides with an obstacle, a
large penalty will be received.

2) Baseline: We consider five baselines: constrained
policy optimization (CPO) [1], projection-based constrained
policy optimization (PCPO) [2], safe policy adaptation with
constrained exploration (SPACE) [16], reward constrained
policy optimization (RCPO) [4], reachability constrained
reinforcement learning (RCRL) [3]. As for RCPO, we use
PPO and SAC as the RL base algorithms, denoted as
PPO_Lagrangian (PPO_L) and SAC_Lagrangian (SAC_L),
respectively. To show the effect of divergence projection
step, besides FSPO, we also consider SPO, a simplified
version of FSPO in the ablation experiment that only includes
the reward improvement step and constrain projection step
without the divergence projection step. To compare with
the above different update methods, we use FSPO with
neural network updated Lagrangian coefficient (FSPO_N)
and FSPO with manually updated Lagrangian coefficient
(FSPO_M). Similarly, SPO_M and SPO_N are considered.

B. Main Result

This section presents the comparison results of the policy
performance, the safety rate, and the task completion rate
between our method and the baseline methods. The role of
the divergence projection step and the training process of
Lagrangian coefficients are also discussed.

1) Safety rate during learning: For Case 1, Fig. 4(a)
and (b) show that FSPO converges slower than the baseline
methods, but performs similarly to the baseline methods in
terms of the reward collection and the cost performance.
This is mainly due to the fact that Case 1 is a relatively

cpPo
—— PCPO
~—— SPACE
— PPO_L
- 300 —— RCRL
8 —— SAC_L

200 —— FSPO

0
0 5000 10000 15000 20000 [} 5000 10000 15000 20000
Episodes Episodes

(a) (b)

A 0
0 5000 10000 15000 20000 [ 5000 10000 15000 20000
Episodes Episodes

() (@)

Fig. 4: The reward and cost curves of different algorithm. (a) and
(b) show the reward and cost curves for Case 1, while (c) and (d)
show the performance for Case 2.

simple case, for which the baseline methods can generally
perform well. However, when encountering more challenging
environments and tasks, as in Case 2 with more obstacles
and more complex task requirements, the strength of our
method emerges. As shown in Fig. 4(c) and (d), the reward
of FSPO is higher than baseline algorithms while the cost is
significantly lower the others. Note that the SPACE cannot
even complete the task. A possible explanation is that, since
we do not use the convex approximation method, it results
in higher reward and lower cost with high safety guarantees.
2) Safety rate during and after training: We compare the
safety rate and task completion rate during and after training
of our algorithm with the baseline algorithms for Case 2.
We choose the last 2000 episodes in the training to show the
results after training. Both SPO and FSPO have high safety
rate and task completion rate. Our algorithm also shows high
safe guarantees. It is worth mentioning that, although PPO_L
shows the highest safety rate, it cannot complete the task.
3) Ablation experiment: As mentioned in (18)-(21), there
are two ways to update the Lagrangian coefficients. To verify
the effect of the divergence projection step, we compare
the performance between the following four algorithms:
FSPO_M, FSPO_N, SPO_M and SPO_A. As shown in Fig.
5, FSPO and SPO have similar performance for Case 1.
When encountering more challenging Case 2, SPO converges
slowly even if it has high reward and low cost at last.
However, the convergence of FSPO is greatly improved.
Since Lagrangian coefficient determines the trade off
between the safety and performance, we first show the
training process of Lagrangian coefficients during the
learning process. As shown in Fig. 5(a) and (d), the
Lagrangian coefficient updated by neural network slowly
decreases as the training progresses. But when updating it
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Fig. 5: The evolution of the Lagrangian coefficient, the reward, and the cost using FSPO_M, FSPO_N, SPO_M, and SPO_N. The top

row shows the result for Case 1 while the bottom row shows the result for Case 2.

TABLE I: Safety rate and task completion rate

200 0.012
FSPO_M
0.010 — FSPO N Method Final Safety Rate Task Completion Rate Safety Rate during Training
150 -
o 0.008 CPO [1] 43.15% 0% 39.50%
2
3
2100 >0.0067 | PCPO [2] 52.75% 0% 49.89%
2 Y. e \
Z ol | Mtk 000411 N SPACE [16] 11.1% 0% 25.16%
0.002 N
~__ PPO_L [4] 99.46% 0% 98.69%
ol 0.000 T
0 5000 51'0000 15000 20000 0 5000 1_0000 15000 20000 SAC_L [4] 84.70% 84.31% 57.47%
pisodes Episodes
(a) (b) RCRL [3] 87.27% 85.38% 63.42%
. . . . SPO_M(Ours) 94.97% 94.97% 58.46%
Fig. 6: The evolution of the divergence cost and the Lagrangian
coefficient v for Case 2 SPO_A(Ours) 93.25% 93.25% 51.81%
FSPO_M(Ours) 95.10% 94.93% 86.53%
FSPO_N(Ours) 92.70% 91.97% 86.25%

manually, it stays at a high value when the agent is not safe
enough. Once the agent has been trained to be sufficiently
safe, the value decreases fast. The performance of FSPO_M
is slightly better than FSPO_N.

4) Divergence cost of FSPO: The divergence cost means
the divergence between the policy and the baseline policy
mp. We show the divergence cost and the Lagrangian
coefficients of step 2 in Fig. 6a and Fig. 6b, respectively.
It is observed that the value is high at the beginning, and
then quickly decreases after some episodes. It is speculated
that such a process can help accelerate the training at the
beginning and increase the upper limit of the algorithm in
the end.

C. Physical Experiment

The effectiveness of our approach is also verified in
physical environment for Case 1 and 2 using a turtlebot. As

shown in Fig. 3(b) and (e), the turtlebot can safely complete
the tasks. The experiment video with more explanations is
provided!.

V. CONCLUSION

In this work, a Fast and Safe Policy Optimization (FSPO)
algorithm is developed to improve the policy learning
efficiency and performance while ensuring policy safety.
Numerical simulation and physical experiments demonstrate
the effectiveness of FSPO. Future research will consider
extending FSPO to further ensure safety in both training and
deployment.

Thttps://youtu.be/2RgaH-zcmk
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