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Abstract— We address the challenge of efficiently controlling
multi-agent systems, crucial in fields like logistics and traffic
management. We propose a novel approach that combines
learning-based techniques with search-based methods, focusing
on enhancing the conflict-based search (CBS). The CBS ensures
optimality but suffers from increasing complexity as agents
or maps grow. To tackle this, we leverage learning-based
approaches to enhance computational efficiency. By training
a conflict area prediction (CAP) network, we anticipate po-
tential conflict areas, allowing for low-level path planners to
explore conflict-free paths. Our experiments demonstrate the
effectiveness of our method in reducing computational demands
compared to existing approaches.

I. INTRODUCTION

Recently, multi-agent control systems have found exten-
sive applications across various industries. They are utilized
for controlling multiple vehicles and mobile robots [1] in
scenarios such as large-scale logistics warehouses [2], traffic
management [3], and congested airports [4]. Finding conflict-
free and shortest paths for multiple agents is essential to ef-
ficiently control these multi-agent systems. Multi-agent path
finding (MAPF) is a problem in which multiple agents, each
with their own start and goal locations, need to find optimal
paths to their respective goals while avoiding conflicts with
each other. To solve the MAPF problem, various search-
based methods [5]–[10] have been developed to ensure opti-
mality and completeness, like a conflict-based search (CBS)
[11]. However, there still remain significant challenges as the
number of agents increases or the map size grows, resulting
in exponentially increasing computational complexity.

From the perspective of computational complexity,
learning-based methods have recently been developed to
reduce computational loads. Learning-based methods train
path planners (or controllers) for each agent to reach their
target locations without conflicts with other agents by using
imitation learning [12], or guiding agents with their shortest
path information, or enhancing cooperative behaviors [13].
While the training phase requires significant computational
resources, once the training is completed, it can find paths
with several inferences of the trained model.
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Fig. 1: Motivation to reduce conflicts in advance. A dog and
mouse aim to reach B1 and A2, respectively, but their initial
plans have the conflict at B3. If a cost is added at B3, their
initial plan can be changed to conflict-free ones.

While the majority of learning-based methods efficiently
reduce computational time compared to search-based meth-
ods, they do not guarantee optimality and completeness,
which are critical for industrial applications. In this regard,
we propose a novel approach that leverages learning to boost
the computational efficiency of search-based methods while
preserving these properties. We mainly improve the CBS
which is known as an effective optimal MAPF solver. CBS
typically operates on two levels. The low-level focuses on
finding the optimal paths for individual agents. When these
paths encounter conflicts, the high-level enforces constraints
on the conflicting agents to prevent these conflicts, where
optimal is shortest. Search-based methods are applied at
the high-level process, exploring tree searches to determine
what constraints need to be added to resolve conflicts while
finding an optimal path. In this regard, as the number of
conflicts increases, the computational demand and memory
requirements increase. To address this, we train a conflict
area prediction network to anticipate the areas where con-
flicts may arise. Using these predictions, we can prioritize
the exploration of non-conflict paths in the low-level process
as shown in Fig. 1. To validate our method, we conducted ex-
periments on various MAPF scenarios with various numbers
of agents and different map sizes, comparing the proposed
method with various search-based and learning-based MAPF
algorithms. In experiments, we confirmed that the proposed
method is approximately 9.3% better than learning-based
approaches in terms of optimality and around 40% faster
than search-based methods in terms of computation time.
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II. RELATED WORK

Algorithms for solving the MAPF problem are continu-
ously being researched. Among these, a CBS [11] is well-
known for its conflict-free and optimal characteristics. CBS
encounters a challenge such as exponentially increasing com-
putation time as the number of agents or scenario complexity
grows, due to the increasing conflicts that need to be resolved
in the constraint tree. Consequently, various approaches have
been proposed to address these issues.

Some approaches to the CBS algorithm [11] involve
adding specific methods to reduce the size of constraint tree
[14] or to sacrifice optimality to decrease computation time
[15], [16]. Improved-CBS (ICBS) [14] utilizes prioritizing
conflicts (PC) and bypass (BP) techniques within the CBS
algorithm. It reduces the constraint tree size by validating
newly discovered paths before expanding nodes. The validity
of the path means to resolve conflicts through constraints.
Enhanced-CBS (ECBS) [15] sacrifices optimality to some
extent but introduces a method to find bounded sub-optimal
paths within limited compromise, demonstrating the ability
to discover paths in a shorter time, even in cases where CBS
struggles to find a solution within a time limit. The bound
size can be adjusted by a parameter called w, with w = 1
corresponding to standard CBS. Hierarchical cooperative A*
(HCA*) [16] is another sub-optimal search-based algorithm.
It finds the shortest path for one agent, and this path occupies
the global reservation table. When the next agent searches
for a path, the areas occupied by the previous agents are
considered as obstacles, and the path is found with those
areas already blocked.

There are also approaches to solving MAPF problems
using learning techniques [12], [13], [17], [18]. In [12], a
path finding via reinforcement And imitation multi-agent
learning (PRIMAL) has been proposed where PRIMAL
addresses the computational challenges of the existing CBS-
like algorithms. PRIMAL is inspired by the concept of en-
abling each agent to navigate independently, avoid conflicts,
and reach their targets to quickly solve the MAPF problem.
In [17], a globally guided reinforcement learning (G2RL)
has been proposed where the ratio of detour actions by
PRIMAL agents is reduced, such as moving in directions
other than the goal direction or getting stuck in a specific
area due to obstacles. G2RL informs an agent of one of the
possible optimal paths obtained through the A* algorithm
and introduces a reward design that penalizes deviations
from this path. Furthermore, a distributed heuristic MAPF
with communication(DHC) [13] modified G2RL’s global
guidance by addressing the potential confusion caused by
providing a single optimal path as guidance because the
optimal path may not be unique. Instead, they changed
their approach to provide guidance based on heuristic map
information in the direction the agents were moving. Both
G2RL and DHC have mainly employed the results of A*
which provides optimal and complete examples, however,
the resulting policy cannot strongly guarantee optimality
and completeness since it just guides the learning processes.

SACHA [18] improves cooperative action among agents by
supplementing their observations with heuristic map infor-
mation from neighboring agents. Additionally, it enhances
performance by implementing the soft actor-critic framework
and proposing an optional communication module.

We propose a novel approach that distinguishes itself by
integrating learning techniques with search-based algorithms,
specifically designed to boost the search-based algorithm.
This integration maintains optimality and completeness while
significantly reducing computation time by combining the
strengths of both learning and search-based methods.

III. BACKGROUNDS

Given an undirected and connected graph G = (V,E)
and N agents indexed by i = {1, 2, ..., N}, each agent has a
unique start vertex si ∈ V and a unique goal vertex gi ∈ V .
Time is represented by discrete time steps t = 0, 1, ...,∞.
At each time step, an agent can either wait at the current
vertex or move to an adjacent vertex. conflicts between
agents involve vertex conflicts when two agents occupy the
same vertex simultaneously, and edge conflicts when two
agents traverse the same edge in opposite directions. A
MAPF solution consists of conflict-free paths for all agents.
Commonly used metrics for path quality involve the total
sum of path lengths, where the path length indicates the
time an agent takes to reach the goal vertex. Our research
is conducted on a 4-connected grid where five possible
movements are available: left, right, down, up, and wait.

CBS iterates through two processes, the low-level and
high-level processes, to find optimal paths as illustrated in
Fig. 2. The low-level process employs the A* algorithm
to find paths for all agents individually. A* algorithm [19]
calculates costs for all vertices in the scenario using the
equation f(v) = g(v) + h(v). Here, g(v) represents the
distance from the start vertex si to the current vertex v,
and h(v) is the estimated cost calculated by a specific
heuristic function from the current vertex v to the goal
vertex gi. Euclidean and Manhattan distances are commonly
used for the heuristic function. In the high-level process, by
comparing paths for all agents, detect conflicts, and con-
straints are added to restrict specific agent movements and
resolve conflicts. Adding constraints prompts the low-level
process to generate new paths that adhere to the constraints.
The resulting tree structure is known as the constraint tree.
Once the shortest paths resolving all conflicts are found,
the algorithm terminates. ICBS aimed to reduce computation
time by effectively reducing the size of the constraint tree.

IV. METHODS

A. Conflict Area Prediction

We propose a method to reduce computation time com-
pared to the standard CBS algorithm by introducing an
additional heuristic value into the low-level A* search. As
previously mentioned, A* calculates estimated costs using
the formula f(v) = g(v) + h(v) and finds paths in the
direction with the lowest estimated cost. Our approach aims
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Fig. 2: Illustration of CBS. Given an initial scenario, the lower-level process first computes the shortest path for each agent.
CBS generates a root node containing conflict information and paths, and then extends the constraint tree by adding child
nodes. These child nodes add a constraint from conflicts in the parent node and compute the new paths that resolve the
conflicts. The constraint tree continues to expand until a solution with no conflicts is found

Fig. 3: Illustration of the proposed method. Compared to Fig. 2, the conflict map influences the initial low-level results to
prioritize paths that avoid regions where conflicts are likely to occur.

to add an additional heuristic value cf(v) to set the esti-
mated cost of conflict-prone vertices, adjusting the heuristic
function to h′(v) = h(v)+ cf(v) and consequently, the cost
function to f(v) = g(v)+h′(v).This adjustment encourages
the A* algorithm to output paths that avoid these conflict-
prone vertices.

We use a neural network to predict these conflict areas
and generate a conflict map with additional heuristic values
in those areas. The predicted conflict map is then provided
to CBS, and the subsequent steps are the same as standard
CBS. Fig. 3 illustrates cases where our proposed method
successfully provides an advantage over traditional CBS.

Additional heuristics generated from the network can
alter the solutions of A*. If the network accurately predicts
conflict areas, A* will bypass these areas and find the precise
optimal solution. However, it is essential to discuss whether
the optimality of CBS is compromised in case of incorrect
predictions. Fortunately, even if the network mispredicts the
conflict areas, CBS can still find the optimal solution while
computational demands may increase. We categorize the
misprediction scenario into three cases based on an optimal
solution: straight scenario, multiple diagonal scenario, and
unique diagonal scenario.

1) Straight Scenario: The first scenario involves a goal
point positioned horizontally or vertically, resulting in a
straight optimal path. When a mispredicted conflict map is
added to this path, A* would only deviate from the straight
path if the additional heuristic value exceeded 2 since the
minimum distance between grids is 1 and the deviation from
and recovering back to the straight path requires double
transitions. Hence, if we set the range of the conflict map to
cf(v) ∈ (0, 1), then, the misprediction does not hamper A*.

2) Multiple Diagonal Scenario: The second scenario fea-
tures a goal point positioned diagonally, leading to multiple
potential optimal paths. Since there are multiple optimal
paths, even if one optimal path is blocked by misprediction,
the solver can take an alternative optimal one.

3) Unique Diagonal Scenario: The third scenario is the
worst case, which also has a diagonal goal point, but only
a unique optimal path is possible due to conflicts with
other agents. When a mispredicted conflict map directs the
algorithm towards the conflict-prone path, additional time is
required for the high-level process to recognize that the path
encounters a conflict while not affecting optimality.

In all these cases, we verified that the mispredicted conflict
map does not compromise the optimality of CBS. We also
experimentally confirmed this property for 22,000 scenarios.

B. Training Data Generation

We employed scenarios from the MAPF benchmark [20].
The positions of obstacles in benchmark scenarios were kept
fixed, while the agents’ starting positions and goals were
randomly placed to generate various scenarios. We selected
scenarios solvable by CBS and ICBS within less than five
minutes. Simultaneously, we collected conflict data for each
scenario from the CBS results. Using this data, we generated
the target conflict map for each agent. Locations of conflict
data were assigned a cost of 1 and then passed through a
Gaussian filter to create a heatmap, which was normalized
to values between 0 and 1.The conflict map was utilized as
training data for the neural network to predict conflict areas.
The input of a neural network consists of map and positional
information. Map information consists of obstacle maps and
heuristic maps. The obstacle map is encoded such that empty
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Fig. 4: The structure of the proposed conflict area prediction network.

spaces are represented as 0, while obstacles are represented
as 1. The heuristic map’s heuristic values are calculated using
Dijkstra’s algorithm. Positional information includes current
agent position (sx, sy), goal point (gx, gy), and goal vector
( gx−sx

mag , gy−sy
mag ), and mag, where mag denotes the distance

from the position to the goal point. Positional information
also includes the information of other agents, such as the
relative position to the current agent (sxother−sx, syother−
sy) and goal vector and mag.

C. Architecture and Training

We constructed a network to predict conflict-prone areas
and generate the conflict map. Fig. 4 displays the structure
of our network and how the two input data types, map
information and positional information, are input into the
network. The map information passes through convolution
layers and max-pooling layers iteratively until it reaches
the bridge. At this point, it is concatenated with the other
input data, the positional information. The concatenated
data then goes through a linear layer to ensure the sizes
match. Afterward, it passes through up-convolution layers
and convolution layers iteratively. Finally, it goes through a
linear layer to adjust the output size and generate the conflict
map. The network takes inputs of dimensions (#Agents ×
((2 ×W ×H) + (7 + #Other agents × 5))) and produces
outputs of dimensions (#Agents × (W × H)). Learning
occurs through comparison with the target conflict map
generated from conflict data. The mean squared error (MSE)
loss function was employed in this process.

V. EXPERIMENTS

To verify the effectiveness of the proposed method, we
compare our algorithm with other MAPF algorithms in
various benchmark scenarios. All experiments were tested
on a 12th Gen Intel® Core™ i7-12700KF processor and a
GeForce RTX 3080 Lite Hash Rate GPU.

We generate data using scenarios from the MAPF bench-
mark. We utilized scenarios of sizes 32 × 32, 64 × 64, and

(a) 32× 32 (b) 64× 64

(c) 128× 128 (d) 256× 256

Fig. 5: Pictures of each scenario.

256 × 256 (Boston) and additionally scaled up the 64 × 64
scenario to create a 128×128 scenario, resulting in a total of
four scenarios. The number of agents was set to 40 for the
256×256 scenario and 20 for the rest, with agents randomly
placed in each scenario. We prepared approximately 11,400
data for the 32×32 scenario and around 3,000 data for each
of the other scenarios. These data were divided into a train-
validation-test split of 80 : 10 : 10. The hyperparameters
were set as follows: 200 epochs, a learning rate of 1e−4,
Adam optimizer, and a batch size of 32 for the 256 × 256
scenario and 20 for the others.

As our proposed method is built upon CBS, we included
CBS for comparison to determine if it could offer faster
computation time. Additionally, we incorporated ICBS as a
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baseline since it claims enhancements in computation time.
As baselines for learning-based methods, we utilized PRI-

MAL [12] and DHC [13]. To assess whether our proposed
method can achieve a similar computation time to learning-
based methods, we included these baselines. Furthermore,
learning-based methods do not guarantee optimality. We also
compared how our proposed approach differs in terms of
optimality and success rate from those methods.

We evaluated performance using several metrics to com-
pare our proposed approach with baseline methods. To verify
the computational efficiency, we first assessed the size of
constraint trees for CBS, ICBS, and ours by measuring
the number of generated nodes nGen and the number of
expanded nodes nExp. Furthermore, total CPU time taken
to solve the scenario is also measure where computation
time is calculated from scenario input to solution output,
excluding environment setup time for learning-based meth-
ods. Success rate measures the ability to complete a task
within the given time steps. The experiment was conducted
with scenarios that were successful in both CBS and ICBS
to verify the completeness of our method. To check the
optimality of each algorithm, we measure a cost error that
quantifies the discrepancy between the optimal cost found
by CBS and the total cost obtained by other algorithms,
i.e., (solution cost − optimal cost)/optimal cost, where the
cost represents total paths length. Hence, lower cost error
indicates better performance. These metrics were averaged
across test scenarios.

Fig. 6 illustrates the effectiveness of using the conflict
map. (b) and (c) show the initial A* result and results of CBS
without the conflict map. In contrast, (e), and (f) show the
initial A* result and results of CBS when using the conflict
map. In (d), the red area indicates the conflict map of the
red agent, demonstrating that the red agent has selected a
bypass of the same length in (e)

Table I shows the results obtained from the 32×32 scenar-
ios. A comparison with CBS reveals that our approach yields
improvements in constraint tree size and computation time.
Our method reduces approximately 40% in computation time
relative to CBS. While ICBS showcases a reduction in tree
size, it is observed to exhibit increased computation time. An
apparent reduction in computation time compared to CBS is
evident in learning-based methods. Our method outperforms
PRIMAL in speed and performs slightly slower than DHC.
DHC demonstrated approximately a 30% faster computation
time compared to our method. However, it is worth noting
that PRIMAL and DHC fail to achieve a 100% success rate,
with PRIMAL deviating by 18.7% and DHC by 8.1% from
the optimal path cost.

In a 64×64 scenario, our method achieves a computation
time reduction of approximately 40% compared to CBS. The
results presented in Table II show similar trends to those
observed in the 32x32 scenario. Once again, our approach
demonstrates reductions in both tree size and computation
time relative to CBS, while ICBS achieves a decrease in
tree size but an increase in computation time. Compared to
learning-based methods, our approach is slightly slower than

Metrics CBS ICBS DHC PRIMAL Proposed
nGen 557 434 N/A N/A 366
nExp 279 30 N/A N/A 183

CPU Time (s) 4.4 19 1.8 3.7 2.6
Success Rate (%) 100 100 99.9 91.3 100

Cost Error (%) 0 0 8.1 18.7 0

TABLE I: Performance comparison in 32 × 32 Scenarios.
The average optimal cost is 434.

Metrics CBS ICBS DHC PRIMAL Proposed
nGen 1074 173 N/A N/A 444
nExp 537 90 N/A N/A 223

CPU Time (s) 12.7 19.3 3.1 6.1 7.6
Success Rate (%) 100 100 99.4 97.4 100

Cost Error (%) 0 0 8.9 19.7 0

TABLE II: Performance comparison in 64 × 64 Scenarios.
The average optimal cost is 869.

Metrics CBS ICBS DHC PRIMAL Proposed
nGen 409 97 N/A N/A 81
nExp 205 51 N/A N/A 41

CPU Time (s) 35.4 77.2 5.5 19.6 6.3
Success Rate (%) 100 100 94.2 99.5 100

Cost Error (%) 0 0 5.4 15.3 0

TABLE III: Performance comparison in 128×128 Scenarios.
The average optimal cost is 1714.

Metrics CBS ICBS DHC PRIMAL Proposed
nGen 150 27 N/A N/A 58
nExp 75 23 N/A N/A 29

CPU Time (s) 48.1 159.5 12.9 189.6 29.9
Success Rate (%) 100 100 44.7 1.3 100

Cost Error (%) 0 0 1.1 50.4 0

TABLE IV: Performance comparison in 256×256 Scenarios.
The average optimal cost is 7859.

the two methods for the 64 × 64 scenario. DHC exhibited
approximately 60% faster computation time compared to our
method. The success rate of learning-based methods was
above 97%, and the cost error for PRIMAL was 19.7%,
while for DHC, it was 8.9%. Cost error slightly increases
compared to the results obtained for the 32× 32 scenario.

Table III presents the results obtained from the 128 ×
128 scenario. The comparisons with search-based methods
exhibit similar trends to previous scenarios. In the 128×128
scenario, the proposed method achieves an approximate 80%
reduction in computation time, which can also be attributed
to the scaling-up effect. The computation time of DHC is
approximately 13% faster than our proposed method. DHC
exhibited a lower success rate, while PRIMAL achieved
a high success rate of 99.5%. Furthermore, the cost error
decreased compared to the previous scenario, with PRIMAL
at 15.3% and DHC at 5.4%.

Table IV is the results in the 256 × 256 scenario. The
results of search-based methods exhibit a similar pattern to
previous scenarios. Notably, the node count is lower than
in the 128 × 128 scenario, influenced by empty spaces
in the Boston scenario. Despite the reduced node count,
computation time has overall increased, attributed to the
larger map size and a more significant number of agents,
placing a higher load on centralized methods. Our proposed
approach achieves around a 38% reduction in computation
time compared to CBS. Learning-based methods exhibit
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(a) Start (circle) and goal (square) positions (b) Initial A* result (c) CBS result

(d) conflict map of red agent (e) Initial A* result with conflict map (f) CBS result with conflict map

Fig. 6: Illustration of comparing paths with and without utilizing the conflict map in CBS.

significantly reduced performance in the 256×256 scenario.
When aggregating the results from successful scenarios,
DHC is approximately 55% faster than our proposed method.
DHC and PRIMAL often encounter difficulties in scenarios
they fail to solve, repeatedly traversing long obstacles. This
behavior likely results from the observation size of agents
being insufficient to cover the extensive obstacles in the
Boston scenario. The higher success rate of DHC was
achieved by using the heuristic map as a global guidance
information different from the goal vector of PRIMAL and
using a communication module. The cost error for successful
scenarios was 50.4% for PRIMAL and 1.1% for DHC.

Through experiments, we conclude that our proposed
method can reduce computation time compared to CBS.
The extent of this reduction was around 40% in most
scenarios, excluding the larger 128 × 128 scenario where
the reduction reached 80%. This reduction in computation
time was achieved without compromising the optimality and
completeness of CBS. Additionally, we conducted compar-
isons with state-of-the-art learning-based methods, DHC and
PRIMAL, as well as distributed methods. Our proposed
approach achieved faster computation times than PRIMAL in
all scenarios except 64×64. Compared to DHC, our method
demonstrated approximately 45% slower in most scenarios.
Nevertheless, when considering the success rates and cost
errors, our approach reduces the computation time without
compromising optimality and completeness.

In fact, directly comparing learning-based methods with

search-based methods can be unfair since learning-based
methods usually train controllers instead of planners, which
can be directly used to control multi-agents. From this
perspective, search-based methods have disadvantages in
that all agents must stop until solution paths are found.
Nevertheless, through experimental results of computation
time and success rate, we have observed that as the map
size increases, learning-based methods tend to fail in finding
feasible and optimal paths. Based on these observations, we
believe that accelerating search-based methods has a clear
benefit over learning-based methods.

VI. CONCLUSION
We introduced a novel approach to reduce computa-

tion time for solving traditional MAPF problems using a
deep learning. Our proposed method involves predicting
conflict-prone areas using a neural network to generate the
conflict map which is integrated into the A* algorithm.
By incorporating the conflict map, CBS is encouraged to
consider alternative paths that avoid areas where conflicts
are anticipated, ultimately leading to reduced computation
time. We conducted comparative experiments with various
search-based and learning-based MAPF methods. While our
approach often exhibited slower computation times compared
to the state-of-the-art learning-based method, DHC, our
experiments confirmed that our method does not compromise
optimality and completeness and can reduce computation
time for search-based methods without sacrificing these
properties.
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