
Neural Potential Field for Obstacle-Aware Local Motion Planning

Muhammad Alhaddad1, Konstantin Mironov1,2, Aleksey Staroverov2,3, and Aleksandr Panov1,2,3

Abstract— Model predictive control (MPC) may provide local
motion planning for mobile robotic platforms. The challenging
aspect is the analytic representation of collision cost for the case
when both the obstacle map and robot footprint are arbitrary.
We propose a Neural Potential Field: a neural network model
that returns a differentiable collision cost based on robot pose,
obstacle map, and robot footprint. The differentiability of our
model allows its usage within the MPC solver. It is computa-
tionally hard to solve problems with a very high number of
parameters. Therefore, our architecture includes neural image
encoders, which transform obstacle maps and robot footprints
into embeddings, which reduce problem dimensionality by two
orders of magnitude. The reference data for network training
are generated based on algorithmic calculation of a signed
distance function. Comparative experiments showed that the
proposed approach is comparable with existing local planners:
it provides trajectories with outperforming smoothness, com-
parable path length, and safe distance from obstacles.

I. INTRODUCTION

Obstacle-aware motion planning is essential for au-
tonomous mobile robots. Various methods may solve this
task, including numerical optimization, especially nonlinear
Model Predictive Control (MPC) [1–7]. Optimization allows
the planner to transform a rough global path into a smooth
trajectory, taking into account obstacles and kinodynamic
constraints of the robot.

Obstacle avoidance may be inserted into trajectory opti-
mization as a penalty term in the cost function (e.g., [4, 8]).
The penalty function forms a repulsive Artificial Potential
Field (APF); its gradient directs toward the safer solution
[9]. This allows the controller to find a proper balance
between the safety of the trajectory and its similarity to
the reference path. Therefore, the function which forms
the repulsive APF should be differentiable. The values of
the repulsive APF may be easily computed based on the
signed distance function (SDF) from the robot to the nearest
obstacle point on the map. However, SDF is computed by
specific algorithms. It is not a differentiable function for
the general case. It is easy to define it analytically when
two requirements are satisfied: first, the robot is pointwise
or circular, and second, the obstacles have known simple
geometric shapes. If both the robot footprint and obstacle
map are arbitrary, finding a differentiable approximation of
the SDF [8, 10] is hard.
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Fig. 1. Common scheme of the proposed approach. Our controller (bottom
half of the figure) consists of a parameter definition module and an MPC
solver, which optimize the trajectory for a defined set of parameters. Our
common neural architecture (NPField, top half of the figure) consists of
image encoders and a neural potential function (NPFunction). We train
NPFunction to predict the obstacle-repulsive potential for a given robot
pose and given embeddings of the obstacle map and the robot footprint.
The trained neural potential function is used for trajectory optimization
within the MPC solver. Map and footprint encoders are removed from the
optimization loop to decrease the dimensionality of the MPC problem. They
are used for data preparation as both map and footprint are considered
constant within the prediction horizon. More precise schemes of this
architecture are given in figures 2 (Controller) and 3 (Network).

We propose a Neural Potential Field (NPField) – a neu-
ral network for calculating artificial potential. Our idea is
conceptually inspired by the NeRF (Neural Radiance Field)
model [11], which takes the position and orientation of the
camera as an input and returns image intensity as an output.
Our model takes the position and orientation of the robot
together with the obstacle map and robot footprint as input
and returns the value of repulsive potential as an output.
We aim not to obtain this values themselves but to use
the trained model within the optimization loop. There are
several works where neural networks provide discretized
costmaps in which values are used for search-based [12]
or sampling-based planning [13, 14]. Our goal instead is to
provide continuously differentiable function, which gradient
is helpful for optimization. The key conceptual scheme of
our approach is shown in Fig. 1.

MPC solvers are sensitive to the number of input parame-
ters: a high value leads to a drastic increase in computational
expenses. We use image encoding within our architecture
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to reduce the number of parameters by replacing maps and
footprints with their more compact embeddings. The top part
of the fig. 1 presents our neural network architecture, while
the bottom part shows the data flow of our controller. The
neural network consists of two main parts: encoder block
and Neural Potential Function (NPFunction) – a subnetwork
that calculates the potential for a single robot configuration.
Our controller consists of two high-level blocks. The first
block includes the algorithms, which define parameters for
the MPC problem based on actual sensor data. Such a
definition is made once per each iteration of the control
loop. The second block includes a numerical solver for the
control problem, which iteratively optimizes the trajectory
based on the pre-defined parameters. NPField is trained as a
single architecture and then divided into two parts. Image
encoders are inserted into the parameter definition block,
while NPFunction is integrated into the numerical MPC
solver. For each controller step, encoders are called once,
while NPFunction is called and differentiated multiple times
within the optimization procedure.

This work mainly contributes in the following aspects:
• Novel architecture for MPC local planner, where the

neural model estimates collision cost.
• Novel neural architecture for calculating APF based on

the obstacle map, robot pose, and footprint.
• An approach for generating the dataset for training the

neural model.
The last subsection of the next section provides a discussion
on the place of our approach among the others.

II. RELATED WORKS

A. Planning

Planning task may be solved by various methods, which
could be categorized into the following main groups (see
review [15]): search-based planning (most of these methods
are based on A* graph search algorithm [16, 17]), sampling-
based planning (most of these methods are based either
on Rapidly-exploring Random Trees [18] or on Proba-
bilistic RoadMaps [19]), motion primitives [20], reinforce-
ment learning [21] and trajectory optimization. We consider
optimization-based planning in this letter.

We can define two statements of planning tasks – global
path planning (define a reference of intermediate robot
configurations based on given initial and destination con-
figurations) and local motion planning (define a smooth
and safe trajectory based on a given part of the global
plan). The artificial potential field was initially proposed
[9] for global planning: the robot’s path is obtained as a
trajectory of the gradient descent in the potential field from
the starting point towards the destination point. This planning
approach can easily stuck in the local minimum. Therefore,
it is less popular than A*, RRT, or PRM. However, it is
still useful [22–24]. To avoid stucking in a local minimum,
trajectory optimization is often done locally together with
global planners [1, 7]. Global planner generates a rough
suboptimal path, which is then optimized.

B. Obstacle models for trajectory optimization

Collision detection itself is considered in many works, e.g.,
[25–27]; we are now interested in analytical models suitable
for trajectory optimization. The safe path may be guaranteed
using convex approximations of the free space [1, 10]. The
disadvantage of such an approximation is that the free space
outside the approximated region is prohibited. Alternatively,
obstacles may be approximated instead of free space [4–7].
Interception of the trajectory with the borderlines of the
approximated regions may be modeled within the MPC
solver. The approaches above require modeling either free
space or obstacles as simple geometric shapes, such as
points [4], circles [1, 5], polygons [6, 7], or polylines [28].
The question of how to obtain this representation from the
common obstacle map is often not considered.

In the case when it is impossible or too complicated to
provide differentiable collision models, one can use less
stable techniques based on numerical gradients [8], stochastic
gradients [29] or gradient-free sampling-based optimization
[30, 31]. We consider another option, where a neural model
approximates the repulsive potential. A number of works
exist [32] on learning Control Barrier Functions for ensuring
the safety of mobile systems such as drones [33] and cars
[34] within the controller. The work [35] provides differ-
entiable collision distance estimation for a 2D manipulator
based on a graph neural network. [36] use the loss function of
the network as a collision penalty: the trajectory is optimized
during the network training for the fixed obstacle map.

C. Neural Models within MPC Optimization

Integration of neural models into the MPC control loop
was considered in a number of tasks. The challenging aspect
here is the high computational cost of deep neural models.
Accurate deep models by [37, 38] were not real-time and
were presented as a proof of concept. Real-time inference
may be achieved by significantly reducing model capacity
[38]. Approaches [39–41] insert lightweight network into
realtime MPC control loop. [42] achieve use of the relatively
large neural model within real-time Acados MPC solver [43]
by introducing ML-CasADI framework [44]. Experiments
by [42] showed that direct insertion of the neural model
into MPC-solver is effective for the networks with up to
50,000 parameters. Most works above use neural networks
for approximating process dynamics. On the contrary, we
are interested in approximating obstacle-related cost terms
and control barrier functions [32–34]. In [45], a neural
network was used to update a cost function for manipulator
visual servoing. Its architecture includes a neural encoder
for camera images and a cost-update network for quadratic
programming. There is also a set of works where a neural
network was applied for choosing weighting factors for
various terms of the cost function, e.g., [46, 47].

D. Place of our approach among the others

We propose a neural model for estimating repulsive po-
tential, which has the set of properties listed in table I. This
table also include some related works, which partly satisfy
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these properties. Other mentioned works satisfy less number
of properties. Unique additional property of our approach is
encoding the footprint of the mobile robot. It allows one to
use a single model for mobile robots with different shapes.

TABLE I
COMPARISON OF OUR APPROACH WITH MOST SIMILAR EXISTING WORKS

Property [36] [45] [33] [34] Ours
Provide obstacle avoidance for mo-
bile robot ✓ ✓ ✓ ✓

Provide differentiable potential
function ✓ ✓ ✓ ✓

Exploit the capacity of deep neural
models with 50K+ parameters ✓ ✓ ✓ ✓

Reproduces obstacle maps with
complicated, non-convex structures
and allows for optimization of long
trajectories within this map

✓ ✓ ✓

Work within realtime MPC Planner ✓ ✓ ✓
Single model for multiple maps ✓ ✓

Note that in this work, we only prove a concept of footprint
encoding: our training set consists of samples with two
various footprints, and we show that the networks learn their
collision model. We consider the deeper study of footprint
learning (including footprint generalization) to be a part of
future work.

III. CONTROL APPROACH

This section discuss a model predictive controller for local
planning. Neural networks are considered to be black boxes,
which take inputs and provide outputs within the control
architecture. Their internal content is discussed in a further
section. We first describe the formal statement of a local
optimization problem and then discuss the controller that
solves this statement.

A. MPC Statement

Local trajectory optimization may be formulated as a
nonlinear model predictive control problem with continuous
dynamics and discrete control:

{xopt [i],uopt [i]}k+m
i=k = argmin

k+m

∑
i=k

J(x[i],u[i],p[i]), (1a)

s.t.
dx1[i]

dt
= f1(x[i],u[i],p[i]),

dx2[i]
dt

= f2(x[i],u[i],p[i]),

. . .

dxµ [i]
dt

= fµ(x[i],u[i],p[i]),

(1b)

h1(x[i],u[i],p[i])≤ 0,
h2(x[i],u[i],p[i])≤ 0,

. . .

hχ(x[i],u[i],p[i])≤ 0.

(1c)

Here p is prediction horizon, x[i] is µ-size state vector
(at the beginning of step [i]), u[i] is ν-size control vector

(constant within step i) p[i] is κ-vector of process parameters
(relevant for the step i). (1a) specify the cost function J: a
sum of functions J[i], which are calculated for each node.
(1b) define continuous dynamics of the process. (1c) is a
set of inequality constraints which must be satisfied within
the whole process. Optimization procedure aims to find the
reference of {xopt [i],uopt [i]}k+m

i=k that provide minimum J.
The view of the equation (1b) depend on the construction

of the mobile robot. In this work we consider a differential
drive model and a bicycle model (used in numerical experi-
ments). Differential drive model is specified as follows:

dx
dt

= vcosθ ,

dy
dt

= vsinθ ,

dv
dt

= a,

dθ

dt
= ω.

(2)

State vector x = (x,y,v,θ)T include Cartesian position of
the robot x,y , its linear velocity v, and its orientation θ .
Control vector u = (a,ω)T include linear acceleration a and
angular velocity ω . For bicycle model u= (a,δ )T where δ is
steering angle. Derivative of θ is calculated as dθ/dt = v/L∗
tanθ where L is base length of the robot. Other derivatives
are defined like in (2).

For the optimal control problem of this model, the follow-
ing cost function is introduced:

J[i] = Js(x[i],u[i],xr[i])+ Jo(x[i],po[i]). (3)

Js term enforce the trajectory to follow the reference
values xr from the global plan, while Jo term push the
trajectory farther from obstacles. po[i] is a vector of obstacle-
related parameters. Whole parameter vector for the system
(1) is p[i] = ((xr[i])T ,(po[i])T )T . In our approach, the neural
network is applied to compute Jo while Js is calculated as
follows:

Js[i] =
µ

∑
j=1

wx j(x j[i]− x j(re f )[i])
2 +

ν

∑
k=1

wuku2
k [i] (4)

Here wx j,wuk are the weights of the respective terms,
x j(re f )[i] is a reference value of the respective state (taken
from the global plan).

Constraint equation (1c) include only constraints on min-
imum and maximum values of the separate variables.

B. Control architecture

An architecture of our controller is shown in Fig. 2.So-
lution of the problem (1) is obtained iteratively using Se-
quential Quadratic Programming (optimization loop in Fig.
2). MPC controller uses the solution to update the trajec-
tory online (control loop in Fig. 2). At the timestep k it
optimizes the trajectory for the next m steps, and then the
first optimized control input uk is sent to the robot. After that
optimization is repeated for the steps from k+1 to k+m+1.

9315



MPC-solver is intended to provide solution of the problem
(1) with (4) as (1a) and (2) as (1b). During optimization, it
communicates with integrated NPFunction, which provides
values and gradients of Jobst .

The objective of the neural network is to project the robot’s
footprint, obstacle map, and robot poses onto a differentiable
obstacle-repulsive potential surface. Consequently, for each
coordinate within the range of the map, the neural network
outputs a corresponding potential value. To ensure compu-
tational feasibility, we partitioned the neural network into
two blocks: first, encoders, and, second, potential predictor.
Encoders compress high-dimensional maps into a compact
representation, thereby enabling the computation of Jacobian
and Hessian matrices of the control problem within the
solver.

Fig. 2. Proposed architecture of the controller. Image encoders work
outside the optimization loop and we just need to run them once before
each optimization procedure. NPFunction works within the optimization
loop and the solver uses its gradients to find a safer trajectory.

Encoders work outside the optimization loop: provided
embeddings Emap and E f p are sent to the solver as obstacle-
related problem parameters po. We assume the local map
and robot footprint to be fixed within the prediction horizon.
While the robot is following the global plan, the local map
slides according to its current position.

IV. NEURAL POTENTIAL FIELD

A. Network architecture

Proposed neural architecture Fig. 3 consists of three
primary components: a ResNet Encoder, a Spatial Trans-
former, and a ResNet Decoder. ResNet blocks are used
with the objective of extracting local features from the
obstacle map which contains a lot of corners and narrow
passages. The Spatial Transformer utilizes the self-attention
mechanism [48] to establish global relations among these
features, assessing the significance of one feature in relation
to others. Consequently, we employ the positional embedding
technique from Visual Transformers [49]. Lastly, the ResNet
Decoder processes the transformed feature maps to generate
the final output. To mitigate the model’s tendency to truncate

critical details of the obstacle map necessary for navigation,
we incorporated a map reconstruction loss based on Cross-
Entropy. For the predictions of potential points, we employed
the Mean Squared Error (MSE) loss.
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Fig. 3. Proposed architecture of the neural network. The green component
represents the robot footprint and map encoder, which generates embeddings
that are consistent for all coordinates within the map. The red component
signifies the final coordinate potential predictor, which contains an order of
magnitude fewer parameters.

B. Training data

One unit of the training set include {Imap, I f p,x,y,θ ,Jo},
where Imap and I f p are 2D images of the obstacle map and the
robot footprint. The dataset should include various samples
of robot positions from various maps. The maps are cropped
from the MovingAI planning dataset [50]. For each map, we
generate a set of random robot poses and calculate reference
values for them using the following algorithm.

1) Obstacle map is transformed into a costmap:
a) Signed distance function (SDF) is calculated al-

gorithmically for each cell on the map. SDF is
equal to the distance from the current cell to
the nearest obstacle border. It is positive for free
space cells and negative for obstacle cells.

b) Repulsive potential is calculated for each cell:
Jo = w1(π/2+ arctan(w2 −w2SDF)). This is a
sigmoid function, which is low far from obsta-
cles, asymptotically strives to w1 inside obstacles,
and has maximum derivative on the obstacle
border.

2) Repulsive potential is calculated for each random pose
of the robot within the submap. For this purpose robot’s
footprint is projected onto the map according to the
pose. The maximum potential among the footprint-
covered cells is chosen as a repulsive potential.

A pivotal aspect of the training process was the dataset
sampling strategy. Utilizing a random sampling strategy
across the map led to the network overfitting to larger values
and disregarding narrow passages. This is because of the
walls, which are statistically overwhelming compared to free
space, but are irrelevant for navigation as we explicitly avoid
planning through obstacles. To address this, we modified the
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sampling strategy such that 80% of points are sampled with
intermediate potential values.

V. IMPLEMENTATION AND EXPERIMENTS

A. Implementation and performance

We implement our MPC solver with Acados framework
[43], which relies on a more low-level CasADi framework
[51]. We use the L4CasADi library [52] to provide optimiza-
tion over NPFunction. Our local planner works together with
Theta* [53] global planner, which generates global plans as
polylines. Note that Theta* uses a simplified version of the
robot footprint (a circle with a diameter equal to the robot
width) as it fails to provide a safe path with a complete
footprint model. This simplified model does not guarantee
the safety of the global plan, therefore the safety of the
trajectory is provided by our local planner.

We consider obstacle maps to have a 256×256 resolution,
where each pixel corresponds to 2×2 centimeters of the real
environments (i.e. size of the map is 5.12×5.12 meters). We
collected a dataset based on the MovingAI [50] city maps.
It includes 4,000,000 samples taken from 200 maps with 2
footprints. Both footprints correspond to a real Husky UGV
mobile manipulator with a UR5 robotic arm. The first one
is with a folded arm, the second one is with an outstretched
arm. 10,000 random poses of the robot were generated for
each map with each footprint. Weighting coefficients for
reference potential were set to w1 = 15 and w2 = 10, while
the prediction horizon was set to p = 30. Dataset generation
took 40 hours on the Intel Core i5-10400F CPU.

Our neural network consists of 5 million parameters, with
500,000 allocated to ResNet encoders. Encoders project each
(256×256) map and robot footprint into (1×4352) embed-
dings. The robot’s pose, represented as X ,Y,sin(θ),cos(θ), is
transformed into (1,32) embeddings. The model was trained
over a span of 24 hours on a server equipped with a single
Nvidia Tesla V100 card with 32GB of memory.

One optimization procedure in our implementation take
60-70 ms, where data encoding take around 10 ms, while
Acados solution take the rest 50-60 ms. Note that Acados
solver need to warmup before reatime use: first execution of
the optimization procedure may take about one second; after
that the solver work faster.

B. Numerical Experiments

All experiments reported in this section were 1) conducted
with the bicycle model of process dynamics, and 2) con-
ducted on the maps from the MovingAI dataset [50], which
were not used for network training.

1) Illustrative example and comparison with trajectory
optimizers: An example of the trajectory generated with our
planner is shown in Fig. 4 on the left. A global plan in the
form of a polyline is turned into a smooth and safe trajectory.
Initially, the robot turns from the obstacle and deviates from
the global path, then smoothly returns to it, reaching the goal
position. As a proof of concept for footprint encoding, we
provide the following experiment. Consider the global plan,
where the robot first moves towards the flat wall, then turns

Fig. 4. Example scenario for local planning. Left: NPField trajectory.
Right: CIAO trajectory. Bottom: trajectory curves for different footprints.

and moves parallel to the wall. In this case, a robot with
a folded arm turns a little later than the one with a folded
arm. Such a behavior may be seen in Fig. 4, bottom. The
yellow curve relates to the outstretched arm, while the green
curve relates to the folded arm. This behavior shows that the
model learns different properties of two footprints, which are
useful for safer trajectory planning. We compared NPField
trajectories with CIAO [1] trajectory optimizer, which is
based on convex approximation of the free space around the
robot. The CIAO-generated trajectory is shown in Fig. 4 on
the right. It may be seen that it keeps the robot near obstacles,
nearly touching their edges. When testing on more diverse
scenarios, CIAO could not find the feasible path in nearly
half of the cases. It may be connected with the fact that
CIAO implements collision avoidance as a set of inequality
constraints, which are not differentiated during optimization.
Therefore, it only checks the fact of the collision and does
not balance between safety and path deviation in the cost
function.

2) Comparison on BenchMR: We compare our algorithm
with the baselines on 20 scenarios using BenchMR [54]
framework. The tasks include moving through the narrow
passages similar to those shown in Fig. 4. We compare
standard metrics: planning time, path length, smoothness,
and angle-over-length (for all, lower value is better). We also
introduce our custom metric, ”safety distance” (minimum
value of the SDF). The idea of smoothness metric is to
look at the triangles formed by consecutive path segments
and compute the angle between those segments. Then, the
outside angle for the computed angle is normalized by the
path segments and contributes to the path smoothness.

Smoothness =
n−1

∑
i=2

2
(

π − arccos
(

a2
i +b2

i −c2
i

2aibi

))
ai +bi


2

, (5)
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where ai = dist(si−2,si−1), bi = dist(si−1,si),
ci = dist(si−2,si), si is the ith state along the path and
dist(si,s j) gives the distance between two states. AOL is an
alternative measure of smoothness which divides the total
heading change by the path length[54].

AOL =
1
l

n−1

∑
i=1

(|θi+1 −θi|), (6)

where θi is the heading angle of the ith path segment, l is
the total lenghth of the path.

The results are given in table II. We compare our stack
(Theta* + NPField) with state of the art planners: RRT [18],
RRT* [55], Informed RRT [56], SBL [57] and RRT with
GRIPS [58] smoothing. We do not provide the results for
PRM[19], Theta* with CIAO [1] optimization, and Theta*
with CHOMP [8] optimization as they were able to generate
a successful plan for less than a half of tasks. This result
is particularly important for Theta* + CIAO and Theta*
+ CHOMP, as they are optimization-based planers similar
to our approach and use the same global plans. However,
they could not handle considered scenarios due to collisions
(CHOMP) or failure to find a result (CIAO).

TABLE II
COMPARATIVE STUDIES ON BENCHMR SCENARIOS

Planner Time, s Length,
m

Smooth-
ness AOL

Safety
distance,
m

RRT* 11 2.27 0.008 0.005 0.048
RRT 0.013 2.72 0.012 0.010 0.148
InformedRRT 11 2.27 0.006 0.004 0.041
SBL 0.062 4.99 0.055 0.042 0.049
RRT+GRIPS 0.013 2.44 0.009 0.004 0.151
θ∗+NPField
(ours) 0.063 2.33 0.002 0.006 0.116

Results in the table show that our stack is generally
comparable to other planners. It provides nearly the shortest
path length, the best smoothness, a good AOL, a good
computation time, and a good safety distance. We cannot
specify an approach, which is definitely better than ours
(RRT with GRIPS is fast and safe but provides less smooth
trajectories).

C. Real Robot Experiments

We deploy our approach on a real Husky UGV mobile
manipulator as a ROS module for MPC local planning
and control, which works with Theta* global planner. The
testing scenario includes hat transportation through a twisty
corridor. NPField model is able to reconstruct the repus-
live potential of the actual obstacles on the map (see Fig.
5). The manipulator is holding the hat in an outstretched
configuration (see Fig. 6). Therefore, a more complicated
concave footprint is valid. Scenario execution may be seen
in the accompanying video. During our experiment the robot
succesfully completed a 15 meters path, which included three
twists and one narrow passage.

Fig. 5. Visualization of the potential field for the map of the real
environment. Left: groundtruth map (obstacles marked with yellow); middle:
predicted neural potential field for the vertical orientation of the robot;
right: visualization of the algorithmically-calculated SDF for the veritcal
orientation of the robot.

Fig. 6. Husky mobile manipulator transporting a hat. A footprint with an
outstretched manipulator is valid for this task.

VI. CONCLUSIONS

We propose a novel approach to local trajectory planning,
where a Model Predictive Controller uses the neural model
to estimate collision danger as a differentiable function.
Our NPField neural architecture consists of encoders and
NPFunction blocks. Encoders provide a compact represen-
tation of the obstacle map and robot footprint; this com-
pact representation is sent to the MPC solver as a vector
of problem parameters. NPFunction is integrated into the
optimization loop, and its gradients are used for trajectory
correction. We implement our controller using Acados MPC
framework and L4CasADi tool for integrating deep neural
models into MPC loop. Our approach allows the robot with
a complicated footprint to successfully navigate among the
obstacles in real time. A planning stack Theta* + NPField
showed comparable results with sample-based planners on
the BenchMR testing framework.

We consider our work a starting point for further research
on neural potential estimation for kinodynamic planning for
various robotic systems in various environments. Trajectory
planning on more complex maps (e.g. elevation maps) is a
promising topic of the future research. Another important
aspect is further research on footprint encoding, which may
be useful for planning the trajectories of the robotic system
with changing footprints (e.g. mobile manipulators under
whole-body control).
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