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Abstract— Artificial cognitive architectures traditionally rely
on complex memory models to encode, store, and retrieve
information. However, the conventional practice of transferring
all data from working memory (WM) to long-term memory
(LTM) leads to high data volumes and challenges in efficient
information processing and access. Deciding what information
to retain or discard within a robot’s LTM is particularly
challenging since knowledge about future data utilization is
absent. Drawing inspiration from human forgetting this paper
implements and evaluates novel forgetting techniques that allow
consolidation in the robot’s LTM only when new information
is encountered. The proposed approach combines fast filtering
during data transfer to the robot’s LTM with slower yet more
precise forgetting mechanisms that are periodically evaluated
for offline data deletion inside the LTM. We compare different
mechanisms, utilizing metrics such as data similarity, data
age, and consolidation frequency. The efficacy of forgetting
techniques is evaluated by comparing their performance in
a task where two ARMAR robots search through their LTM
for past object locations in episodic ego-centric images and
robot state data. Experimental results show that our forgetting
techniques significantly reduce the space requirements of a
robot’s LTM while maintaining its capacity to successfully
perform tasks relying on LTM information. Notably, similarity-
based forgetting methods outperform frequency- and time-
based approaches. The combination of online frequency-based,
online similarity-based, offline similarity-based, and time-based
decay methods shows superior performance compared to using
individual forgetting strategies.

I. INTRODUCTION

Human cognition is intrinsically tied to sensory perception
and memory formation. However, attempting to consolidate
all information into persistent memories would quickly result
in information overload [1]. Human memory leverages many
different complex neurological processing mechanisms to
avoid this. Even though there are many differences between
human and robotic memory, inspiration can be drawn from
those mechanisms to deal with similar issues in robotics [2].
One of those problems arises from robots experiencing their
surroundings through sensors that generate a high volume of
data in a short amount of time. For example, the humanoid
robot ARMAR-6 [3] produces multiple hundreds of giga-
bytes per hour. Attempting to store all data leads to several
problems, including constraints on storage capacity, retrieval
speed, and bandwidth limitations during data transmission.
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Fig. 1. The humanoid robot ARMAR-6 [3] experiencing a scene
and consolidating multi-modal memory snapshots into its LTM. During
consolidation online forgetting mechanisms (I) are used to decide if a
memory snapshot is directly forgotten (IIa) or consolidated into LTM (IIb).
When the robot is no longer in operation offline forgetting mechanisms can
be used (III) to further decide on forgetting (IVa) or retaining (IVb) of those
memory snapshots.

Storing all information may also harm the performance of
learning algorithms that are built in the robot’s memory [2].
While there may be a lot of memory snapshots to learn
from, i. e., information from entities recorded or created at
a specific point in time, those might not be balanced in a
way that is conducive for learning as robots often operate in
similar environments, observe similar scenes repeatedly, and
frequently encounter comparable data.

Determining which memory snapshots to store is chal-
lenging as one would need information about the future to
predict what kind of information and thus which memory
snapshots will be needed again. The same is true for hu-
mans but humans have developed the ability to selectively
forget, addressing the issue of retaining excessive amounts of
memory snapshots and deciding which ones to consolidate
or discard [1].

In this work, we present a human-inspired forgetting
model as an integral part of our cognitive robot architecture
[4] implemented in the robot software framework ArmarX
[5]. Drawing inspiration from human memory processes,
our forgetting model integrates two key elements: Time-
based decay and retroactive interference forgetting mech-
anisms. Time-based decay models human memory decay,
while retroactive interference models similarity/cue-overload
and mental exertion effects in humans. To the best of our
knowledge, time-based and pure displacement mechanisms
are more frequently encountered than alternative mecha-
nisms. In contrast, our model uses similarity-based methods
in combination with time-based decay and supports online
and offline filtering techniques. While many other artificial
cognitive architectures do not make use of forgetting in
episodic long-term memory [6], our model targets episodic
memories specifically as the episodic memory inherently
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receives new snapshots during the robot’s full runtime.
We show that, through a combination of online and offline

interference-based and time-based decay mechanisms, our
proposed forgetting model decreases the number of memory
snapshots consolidated into the robot’s multi-modal episodic
LTM (as depicted in Fig. 1) while still achieving high
performance in an object localization task. Furthermore, we
evaluate additional time requirements and space consumption
of the episodic memory.

Our findings demonstrate that offline similarity-based for-
getting mechanisms achieve the best results if only one
single mechanism is used, while the combined use of online
frequency- and similarity-based mechanisms, offline time-
based decay, and offline similarity-based mechanisms using
latent space representations of memory snapshots showed
superior overall performance.

II. RELATED WORK

In artificial cognitive systems methods used to forget mem-
ories can broadly be categorized based on their objectives and
approaches. Some cognitive architectures focus on emulating
human behavior, such as forgetting, staying as close as pos-
sible to the current theories in psychology [6]. Conversely,
others focus on enhancing performance in tasks that rely on
working and/or long-term memory using methods that are
not directly aligned with human forgetting [7]. Beyond this
categorization, artificial forgetting can be further classified
by their approach, i. e., whether they employ time-based
decay or interference-based mechanisms [8]. While the base
concepts of those two mechanisms may be inspired by human
forgetting, more complex concepts like emotions have been
relatively underexplored [9].

A. Time-based Decay

Being the most prevalent mechanism of forgetting in
artificial cognitive systems, time-based decay calculates an
initial activation value that can be considered as a memory
snapshot strength, which will then decrease over time by
a factor calculated using a decay function. This activation
value is then compared to a preset threshold to determine
whether the snapshot should be forgotten. This approach
mirrors observations in human forgetting, where the strength
(and precision) of a memory snapshot seems to decrease with
time up to the point where it can’t be recalled anymore.
Some cognitive architectures calculate this activation value
periodically and delete a snapshot if it falls beneath a specific
threshold [10], while others calculate this strength only when
trying to access a snapshot to determine whether the access
operation was successful or not [2].

Pure time-based decay solely considers the amount of
time a snapshot has already spent inside the memory when
calculating activation values. On creation, each snapshot
gets assigned the same activation value and a decreasing
forgetting function is used to calculate the activation at a
given point in time. Commonly employed decay functions
include linear [11] and exponential functions [9], [12], the
latter usually approximating the original Ebbinghaus’ curves

derived from human forgetting experiments [13]. Time-based
decay does not depend on the modality of memory elements
and can be closely adapted from human memory. Thus, time-
based decay is often used in robotic research [2], [6], [9],
[10], [11], [12], [14], [15]. Prominent examples that allow the
use of pure time-based decay are ACT-R [16], employing it
in its declarative long-term memory [6] and Soar [17], [18],
extending its usage to working memory, procedural memory
and declarative long-term memory [6].

Instead of using the same initial activation value for every
snapshot, some architectures use importance factors to cal-
culate the initial activation [2], [10], [15]. These importance-
factors depend on various values, such as rewards [12], and
belief states [2] but also rarely emotions, since research
into human forgetting processes has shown that memories
associated with strong emotions stay present in the long-term
memory for a longer period of time [9], [11], [15], [19]. Such
emotions are either incorporated into importance factors [15],
used as a factor for the decay rate [9], [19], or as a summand
that is added to the activation function, as in Juvina et al.
[11]. They successfully demonstrate the incorporation of
emotions into ACT-R by introducing an additional module
calculating valuation and incorporating it into the activation
function. Similarly, LIDA [19] modifies the reinforcement
rate in response to emotional factors, influencing memory
snapshot decay.

B. Interference-based Mechanisms

Interference-based mechanisms operate under the premise
that memory space is finite, an observation applicable to both
human working memory, which accommodates a limited
number of information chunks at any given time [20], and
robotic memory constrained by disk space. In robotics, two
principal interference-based mechanisms, i. e., pure displace-
ment, and retroactive interference, are prevalent [8].

Pure displacement replaces existing memory information
with newly acquired data, employing criteria such as random
selection, recency, or frequency of use. Inspired by estab-
lished caching strategies in computer science, techniques
like least-recently-used (LRU) or first-in-first-out (FIFO)
can model pure displacement [8]. As an example, ACT-R
employs pure displacement, overwriting older information
with new data due to its fixed-size working memory [8].

Retroactive interference models the cue-
overload/similarity and mental exertion effects in human
memory. Cue-overload/similarity effects allow humans to
only consolidate information if it is considered new and
possibly overwrite older similar snapshots associated with
the same cue. Mental exertion reflects the cognitive load’s
impact on memory, resulting in faster forgetting when
the mental load is high during initial consolidation [1].
In artificial cognitive architectures, these effects can be
modeled by discriminability values for memory snapshots
as part of the activation value and a mental exertion
scaling factor for the initial activation value upon original
consolidation into LTM [2].
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Interference-based mechanisms can be used in combina-
tion with time-based decay. ACT-R, for instance, employs
pure displacement in working memory alongside time-based
decay in long-term memory. Freedman et al. [2] combine
both methodologies into a unified activation function.

Although we believe that forgetting is crucial for cogni-
tion, only very few cognitive architectures explicitly include
forgetting mechanisms in their memory formulation. For
simplicity, it is often assumed to be persistent, because
most approaches focus on how the content of memory can
be learned effectively [21]. For instance, CRAM [22] does
not implement specific forgetting mechanisms, while EPIC
explicitly assumes an unlimited working memory [23].

C. Research Gap and Contributions

Even though it is believed that both time-based decay
and interference-based mechanisms likely coexist in human
forgetting [1], Ricker et al. [24] introduced that these two
forgetting mechanisms may be used in different capacities
for distinct memory representations. Nonetheless to the best
of our knowledge, current literature focuses on time-based
decay, as interference-based mechanisms are only found in
a limited number of works ([2], [8]).

This work aims to bridge the gap between prevailing
forgetting mechanisms in robotic memory and the believed
mechanisms of human memory forgetting. We argue that
artificial cognitive architectures that try to emulate the human
forgetting processes are not complete if they do not consider
retroactive interference. Nevertheless, we also argue that
forgetting must have a positive effect on task performance.
As such, our proposed approach can be placed between
approaches emulating human forgetting staying as close as
possible to the current theories in psychology and approaches
only focussing on task performance.

The forgetting model for our cognitive robot control archi-
tecture uses a combination of interference-based and time-
based decay mechanisms for multi-modal episodic memory.
It takes inspiration from Freedman et al. [2], who uses a
combined forgetting approach that only acts as a filter instead
of forgetting snapshots permanently.

We implement the proposed forgetting model as part of our
cognitive robot control architecture [4] in the robot software
framework ArmarX [5] and evaluate different combinations
of forgetting mechanisms in the robot’s episodic memory
using object localization accuracy based on the information
stored in the robot’s LTM as a metric. In addition, we evalu-
ate the time requirements and space consumption reduction.

III. PROPOSED FORGETTING MODEL

As depicted in Fig. 2 and Fig. 3, the proposed forgetting
model is part of our cognitive robot control architecture [4]
in the robot software framework ArmarX [5]. The robot’s
memory is divided into working and long-term memory.
Both WM and LTM consist of distributed memory servers
for distinct modalities, like vision, robot state, and object
information. Similar to human memory, the working memory
of our architecture can only hold a certain amount of data,

i. e., entity snapshots such as images captured by the RGB
camera of the robot or proprioception information.

Whenever the capacity in the WM for an entity is ex-
ceeded, the oldest entity snapshot is transferred into the
LTM. Pre-defined filters control whether the entity snapshot
will be consolidated into LTM or not. Examples of such
filters include frequency-based and similarity-based ones.
Frequency-based filters only consolidate an entity snapshot
if a certain amount of time δwait has passed since the last
snapshot of this entity was consolidated, mimicking mental
exertion in humans. Thus, δwait ≤ t(xi) − tnow. While the
parameter δwait is adjustable, t(xi) describes the last time
a snapshot xi ∈ X of the entity X was consolidated into
the LTM. tnow describes the current time. Frequency-based
filters work independently of the entity snapshot’s modality.

Similarity-based filters only consolidate an entity snapshot
if it surpasses a certain amount of dissimilarity regarding the
latest n entity snapshots of the same entity X . Thus, an entity
snapshot xj ∈ X will only be stored in the LTM if

dmin ≤ 1

n
·

∑
i∈{1..n}

D(xj , xi) (1)

with D being a dissimilarity measure and dmin being the
minimum dissimilarity an entity snapshot needs to have in
comparison to the last n accepted snapshots to be consol-
idated. dmin and n are adjustable parameters. Due to the
fact that we need real-time capable algorithms, that decide
which snapshots to consolidate from WM to LTM as shown
in Fig. 2, we implement mean-squared error (MSE), mean
absolute error (MAE), and cosine distance and compare those
different dissimilarity metrics regarding their performance.

Additionally, we use modality-independent offline mecha-
nisms that filter already consolidated entity snapshots inside
the episodic memory and mimic the decay of memory
snapshots over time in humans. A schematic of this part
can be seen in Fig. 3. We calculate temporal activation
atemporal(xi) using an exponential function with a negative
exponent (Eq. 2) or the Ebbinghaus curve [13].

atemporal(xi) = e−∆t (2)

where ∆t = tstart − t(xi) and tstart references the time
this entity X was experienced for the first time. The temporal
activation is evaluated against a minimal activation value
amin and an entity snapshot will be forgotten if its activation
falls below this threshold. After this filtering step, the remain-
ing snapshots will be encoded using a previously trained
Deep Episodic Memory autoencoder [25], [26]. Based on
the principle of Wasserstein Autoencoders [27], the learned
latent vector representation supports the prediction of entity
snapshots, distance measuring, and data compression. Instead
of storing a timeline of raw data, we only keep a timeline of
latent vectors as well as the encoder and decoder weights.
That way, we can extend our deep episodic memory once
new knowledge enters the LTM and we can send the stored
knowledge back to the WM if recalled by reconstructing
it to its original form. The autoencoder is trained in an
offline phase. While the filter steps follow an all-or-nothing
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Fig. 2. Structure of our proposed forgetting model for online filtering of entity snapshots upon consolidation from WM to LTM. When the maximum
capacity of entity snapshots of this entity in the WM is reached, consolidation into the LTM is considered (I). Depending on pre-defined parameters either
frequency- or similarity-based filters are used to determine whether to forget (IIa) or consolidate (IIb) the snapshot into the episodic memory of the robot.

Fig. 3. Structure of our proposed forgetting model for offline filtering of
entity snapshots in the episodic memory. After consolidation, information is
temporarily stored in plain text in the LTM of the robot (orange). Once the
robot stops operation, we employ time-based decay mechanisms (I) to filter
out data, that is assumed to be not relevant anymore (IIa). The remaining
data (IIb) is converted into a latent representation (blue). Finally, similarity-
based filters are used (III). If accepted (IVb), the set of latent vectors is
stored in the encoded version of the episodic memory. All entity snapshots
that were not accepted are permanently deleted (IIa and IVa). The proposed
mechanisms are independent of the memory snapshot’s modality.

approach, this encoding procedure is able to filter out irrele-
vant information within one snapshot, successively removing
unnecessary details from the entity, thus “blurrying” the raw
input.

Finally, an additional similarity-based latent space filter
(Eq. 3) is used, which leverages cosine distance to decide
between further consolidation and forgetting. Let enc(xi)
denote the latent vector representation of entity snapshot xi.
We calculate

alatent(xi) =
1

n
·

∑
j∈{1..n}

DC(enc(xi), enc(xj)) (3)

If amin,latent ≤ alatent(xi), i. e., if it is greater than a
minimum required activation for latent activation values,
the episode snapshot is kept inside the LTM, if not it
is forgotten and removed from memory. Here, DC(x, y)
denotes cosine distance. Only those snapshots, that pass these
filters are stored or kept in the episodic memory. Fig. 2
shows structurally, how and when we employ a forgetting
mechanism to filter out snapshots before and after encoding.

This proposed structure allows combining both, time-
based decay and similarity-based forgetting mechanisms,

as well as forgetting memory snapshots permanently while
leveraging a combination of online and offline mechanisms.

IV. EXPERIMENTAL SETUP

To test our proposed forgetting model, we designed an
experiment focused on a task that relies on the robot’s mem-
ory. For that, we recorded the episodic memory of the two
humanoid robots ARMAR-III (simulation) and ARMAR-6
(real robot experiments) during typical household tasks like
picking up an object and bringing it to a different location or
handing it over to the human using different filter methods
and parameterizations. However, our model is not limited to
humanoid robots.

One fundamental challenge faced by both humans and
robots involves recollecting the precise location where they
last encountered an object. During our experiments, we
placed multiple objects within the robot’s field of view,
even though the robot didn’t actively interact with these
objects during its assigned task. In our simulated robot
experiments we placed 40 different objects in the simulated
room, while we placed 23 objects in the room during our
real robot experiments. To stay close to an intuitive human
approach when trying to remember where they last saw an
object, we evaluate our proposed model by searching through
the episodic memory. For our evaluation, we analyzed the
consolidated entity snapshots of the robot’s visual perception
stored in the episodic memory by searching from the most
current entity snapshot backward in time until we found the
object. Then we queried the robot state from the episodic
memory, i. e., the robot’s configuration and position in global
coordinates, to find out where the robot was at the time
the entity snapshot was recorded. Both, visual information
and robot state information have been filtered using different
forgetting mechanisms. In our experiments we focussed on
the most used, most frequent, and most storage-intensive
data sources. Thus, the used modalities should be seen as an
example since our memory and forgetting model can easily
be extended to other modalities.

Throughout the experiments, we quantified the following
metrics: (1) Object localization accuracy: We collected how
many objects the robot accurately recognized in the given
task, comparing this with performance when no forgetting
mechanisms were used. (2) Reduction in episodic memory
size: We evaluated to which extent the memory size de-
creased when incorporating different forgetting mechanisms.
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For comparability of the different mechanisms (online, and
offline before or after latent compression), we only take the
amount of snapshots into account. (3) Time requirements:
We measured the overhead associated with online forgetting
(during the task) and offline forgetting (when the robot is no
longer in operation). All experiments were performed on a
computer with an AMD Ryzen 9 3900X 12-Core Processor,
an NVIDIA GeForce RTX 3060, and 80 GB RAM. We
systematically compared various forgetting mechanisms and
combinations thereof using identical episodes, subsequently
reporting the parameter settings that yielded the best out-
comes.

V. RESULTS

As outlined in Section III, we implement and assess
two categories of forgetting mechanisms using two different
modalities as an example: Frequency-based mechanisms and
similarity-based mechanisms being applied to image and pro-
prioception data. In Table I, we present the most significant
size reductions achieved by each forgetting mechanism and
their combinations that still yielded 100% correct object
location detections.

A. Online Forgetting

The first five entries of Table I display results for indi-
vidual mechanisms, including frequency-based, similarity-
based with MSE, and cosine similarity, time-based decay,
and similarity-based forgetting utilizing latent space rep-
resentations. Rows 1–3 represent online consolidation of
WM to LTM, while rows 4–5 illustrate offline consolidation.
Additionally, we evaluated combinations of the proposed
mechanisms (rows 6–16). As MSE and MAE delivered
comparable results in our experiment, both were summarised
under MSE.

Frequency-based mechanisms (1) can reduce stored snap-
shots by up to 84.72%. However, similarity-based ones (2–3)
surpass frequency-based mechanisms slightly, enabling LTM
size reduction by up to 87.69%. The reason for that is that
robots often operate in similar environments, observe similar
scenes repeatedly, and frequently encounter comparable data.
Thus, similarity-based mechanisms are better suited to prune
unnecessary information and allow for a greater reduction
in LTM size without negatively affecting task performance,
even if simple (in terms of implementation) similarity mea-
sures like MSE are used. In contrast, frequency-based ap-
proaches are way easier to compute. Table I also shows
that similarity-based mechanisms in general, but complex
similarity measures like cosine similarity in particular have
a greater cost regarding the additional computation time
during the forgetting process although there are only small
differences in performance. The best results are achieved by
MSE (2). Notably, employing complex similarity measures
like cosine similarity implies additional computational costs
during the forgetting process. For instance, in our experi-
ments, applying cosine similarity led to a time increase of
57.06%, whereas frequency-based mechanisms added less
than 0.01% to computation time.

Increasing the consolidation threshold parameter dmin, as
illustrated in Fig. 4, results in a reduction of the number
of correctly localized objects. This leads to instances where
some objects are detected at incorrect locations, while others
become entirely undetectable. If the threshold is further
increased, the number of undetectable elements continues to
rise until no objects can be detected at all.

Fig. 4. Similarity-based online forgetting using MSE showing the amount
of correct and incorrect object detections and objects that were not found,
compared for different values of dmin.

B. Offline Forgetting

Offline forgetting mechanisms were examined, includ-
ing cosine similarity (Eq. 3) applied exclusively to latent
representations of entity snapshots, and time-based decay
employing an exponential forgetting function (Eq. 2) or the
Ebbinghaus forgetting function.

During our experiments, we achieved additional size re-
ductions up to 55.40% using time-based decay (see Table I
(4)) while not negatively affecting task performance. We
omitted time-based decay using the Ebbinghaus forgetting
function as the results were identical to those of the expo-
nential forgetting function.

Calculating alatent (see Eq. 3) of the latent space represen-
tations of an entity for filtering proved to be more effective.
We report the highest achievable size reduction of 95.38%
for a single forgetting mechanism that still achieved 100%
accurate object localizations in Table I (5).
C. Combination of Forgetting Mechanisms

The strength of our proposed forgetting model lies in
the flexibility to combine different forgetting mechanisms as
shown in Table I (6–16). For instance, leveraging frequency-
based and similarity-based online mechanisms as well as
time-based decay achieves a higher size reduction than any
single forgetting mechanism by 0.86%.

Our results show, that using latent space similarity mech-
anisms in combination with any other mechanism always
improves the achieved size reduction. On the other hand,
only online similarity mechanisms should be used in combi-
nation with the latent space similarity mechanism (10,13,14).
Frequency-based methods can be combined with time-based
decay beforehand (9, 11, 16) to improve size reductions.

The most impressive outcomes are achieved by combining
all mechanisms (16). This combination reduces the size of
the episodic memory to 3.03% of its original size. During our
real robot experiments, a combination of frequency-based,
online similarity-based (MSE) and offline similarity-based
(cosine) mechanisms yielded the best reduction of memory
size (up to 7.99% of the original size) while achieving 100%
in the object recognition task.
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TABLE I
Evaluation of Experiments in Simulation

Frequency Similarity Time-based decay latent space similarity additional time size

δwait D dmin n type amin DC amin,latent online offline best result on average

(1) 200 ms - - - - - - - <0.01 sec 0 sec 15.28 % 15.38 %
(2) - MSE 100.0 2 - - - - 8.2 sec 0 sec 12.31 % 12.43 %
(3) - Cosine 0.1 2 - - - - 287 sec 0 sec 14.10 % 14.42 %
(4) - - - - Exp. 1.679 - - 0 sec 382 sec 46.60 % 50.77 %
(5) - - - - - - Cosine 0.3 0 sec 578 sec 4.62 % 4.75 %

(6) 200 ms MSE 50.0 - - - - - 8.3 sec 0 sec 7.75 % 7.82 %
(7) 200 ms - - - Exp. 1.679 - - <0.01 sec 383 sec 7.12 % 7.48 %
(8) 200 ms - - - - - Cosine 0.1 <0.01 sec 579 sec 6.31 % 6.37 %
(9) 200 ms MSE 50.0 - Exp. 1.679 - - 8.3 sec 402 sec 3.76 % 3.98 %
(10) 200 ms MSE 50.0 - - - Cosine 0.1 8.3 sec 384 sec 3.14 % 3.21 %
(11) 200 ms - - - Exp. 1.679 Cosine 0.1 <0.01 sec 962 sec 4.50 % 4.63 %
(12) - MSE 100.0 2 Exp. 1.679 - - 8.2 sec 380 sec 5.72 % 6.04 %
(13) - MSE 100.0 2 - - Cosine 0.1 8.1 sec 580 sec 3.25 % 3.31 %
(14) - MSE 100.0 2 Exp. 1.679 Cosine 0.1 8.0 sec 800 sec 3.07 % 3.14 %
(15) - - - - Exp. 1.679 Cosine 0.1 0 sec 961 sec 6.95 % 7.17 %
(16) 200 ms MSE 100.0 2 Exp. 1.679 Cosine 0.1 10.2 sec 421 sec 3.03 % 3.09 %

Best size reductions while maintaining 100% correct object localizations for each mechanism (rows 1–5) and combination of mechanisms (6–16).
All mechanisms were used on the same episode. Additionally, we report the average size of episodic memories constructed from n = 3 episodes.
The episodes have an average duration of 8:32 minutes.

VI. CONCLUSION

In this work, we successfully implemented and evaluated
a novel forgetting model within our cognitive robot architec-
ture in the robot software framework ArmarX using a combi-
nation of online frequency- and similarity-based mechanisms
and offline time-based decay and similarity-based mech-
anisms on multi-modal data. Our approach demonstrated
its applicability by achieving substantial reductions (up to
96.97%) in the size of the episodic memory without neg-
atively impacting the performance of an object localization
task that is fully dependent on the LTM.

When comparing single forgetting mechanisms, offline
similarity-based mechanisms leveraging latent space repre-
sentations showed better performance than frequency-based
mechanisms, offline time-based decay or online similarity-
based mechanisms. We achieved the most promising re-
sults when combining online frequency- and similarity-
based mechanisms with offline time-based decay and of-
fline similarity-based mechanisms while incorporating latent
space representations of memory snapshots. Using this com-
bination we reduced the size of the episodic memory by
96.97% while needing less than 2% of additional time during
consolidation from WM into LTM and less than 200% of
additional time when using offline forgetting.

In summary, our research demonstrates that forgetting
models are valuable in the context of cognitive robotics,
where robots have to deal with large amounts of information.
If parameterized and combined correctly, different forgetting
mechanisms can have a great influence on episodic memory
size while not negatively affecting the task performance of
robots. In contrast, a smaller memory size may even support
task performance, e. g., through shorter retrieval times.

VII. DISCUSSION AND FUTURE WORK

While we showed that our methods of forgetting are
beneficial for reducing the size of episodic memory while
not negatively impacting the task of object localization, the
impact of our approach on more complex and varied tasks
with more modalities should be investigated. As a first step
towards this topic, we focused in our experiments on the
largest, most used, and most frequent data sources of our
robots: Images and data from the robot’s proprioception. As
of now, these two modalities alone are responsible for more
than 90% of the data in the robot’s memory. An analysis of
which methods should be used for which modality would
be desirable. Additionally, further investigation into time-
based decay is needed when handling episodes that were
recorded over a longer period of time, such as days (or even
a lifetime). Since we handcrafted most of the parameters
used in this paper, another open question is how one can au-
tomatically derive parameters for the proposed mechanisms
that work well on unseen, heterogeneous episodes, as we
found that the same parameter might lead to very different
performances of the forgetting mechanisms if the scenarios
differ significantly from each other.

It’s important to note that human forgetting does not
follow an all-or-nothing approach. Instead, humans tend to
forget certain details of an episode over time, leading to a
gradual blurring of the memory until it eventually fades away.
Right now, this aspect of memory is only partially replicated
by our deep episodic memory model. Finally, we plan to
investigate how forgetting influences representation learning
within the episodic memory since forgetting may help to
reduce the amount of redundant information balancing the
dataset.
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